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1. INTRODUCTION

Let g; be the set of all polynomials and let g;n be the subset of g; whose
elements have degree not exceeding n.

By Q(x) we denote an even convex, twice differentiable function on
(-00,00) for which Q'(oo) = 00,

x(Q"(x)/Q'(x)) ~ Co (-00 < x < (0) (1.1)

and such that Q" has increasing tendency for x > 0, i.e.,

(1.2)

Here Co , Cl and in what follows C2 , ... are positive numbers depending on the
choice of Q only. We put

WQ(x) = exp{-Q(x)}

and we denote by qn the (unique) positive solution of the equation

(1.3)

(104)

Note that along with {qn} the sequence {Q'(qn) = nJqn} is increasing so that
1 < q2n/qn < 2. Moreover by (1.1),

2~ = Q'fq2n) = exp \(2n Q:(x) dxl < exp ~co {2n dx I = ( q2n ) co.

q2n Q (qn) I qn Q (x) \ I qn x \ qn

Thus (q2n/qn)Co+l > 2, so that

(1.5)

For a measurable g let II g II = ess sUP-oo<x<oo Ig(x)[. The main result of the
present paper is
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THEOREM 1.1. We have for every Pn E [IIJn ,

23

(n = 0,1,...). (1.5)

Special cases of (1.5) were proved earlier by us in [3, 4, 6, 7]. Theorem 1.1
is proved in Section 3 after we develop the necessary tools in Section 2.
Theorem 1.1 has important applications in approximation theory. In our
present paper we deal with one of these applications: the weighted polynomial
approximations of the derivative of a function by the derivatives ofa sequence
of polynomials which approximate the function itself, see Section 4. A further
important application of Theorem 1.1 to converse theorems of weighted
polynomial approximation we intend to treat in a subsequent paper. It win
be shown there that (1.5) can be extended to gp-norms.1

As a last application of our result we give in Section 5 lower estimates for
the distance of consecutive zeros of certain orthogonal polynomials.

2. LEMMATA

We call w a weight function if w(x) ~ °(- 00 < x < (0), xmw(x) E g
(m = 0, 1,...) and f:'oo w dx > 0. For an arbitrary weight function w we
denote by {pnCw; x)} the sequence of orthogonormal polynomials with
respect to w (see [2]). We observe that wo'" = exp{-cxQ} is a weight function
for every ex > O. In fact, we have for I x! > qr

Q(x) = Q(! x I) = Q(qr) + f[x! Q'(t) dt > Q(qr) + f Ix: (rlt) dt
qr q,l'

= Q(qr) + r log([ x Ilqr),

i.e.,

(2.1)

and this implies that xm[wo(x)]'" E g for every nonnegative integer m.
Let now w be an arbitrary weight function and let (P: [IIJ - R be a linear

functional on [IIJ. We introduce the expressions

(2.2)

where 'T runs through all the elements of [IIJn-l for which (P('T) -# O. In (2.2)
and in all what follows, whenever lower and upper bounds of an integral are
not marked the integration must be extended over the whole real line R.

1 See note added in proof at the end of paper.
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LEMMA 2.1. We have
n-I

>,,:;;I(W; fJ» = L {fJ>[piW)]}2.
k~O

(2.3)

Remark. This lemma is well known in the special case when (j> is the
evaluation functional, i.e., fJ>(-r) = -rex) for some fixed x E R; see [1,
Theorem 11.3.1; 2, Theorem1.4.I].

ProofofLemma 2.1. We can express an arbitrary T E g;n-I in the form

n-I

T(X) = L akPk(w; x).
7,=0

We obtain

II akfJ>[piw)]t
2
~ nf ak2II {fJ>[Pk(w)])2 = f T2Wdx II {fJ>[piw)]}2

Ik=O I k=O k=O k=O (2.4)

and the sign of equality is valid in (2.4) for ak = fJ>[Pk(w)](k = 0, 1,..., n - 1).
Q.E.D.

LEMMA 2.2. Let WI and W2 be two weight functions for which

(-00 < x < 00). (2.5)

Then we have for every linear functional fJ>

This is clearly a consequence of the definition (2.2).

(2.6)

LEMMA 2.3. Let wan(x) = wa(x)for I x I ~ qn and wanCx) = °otherwise,
thus wa2(x) :? w~n(x); then we have for n :? C4 and·1 x I :? q2n,

n-I n-I

L [piWQ2; X)]2 ~ L [piw~n; X)]2 ~ c4e
C5n(Q2n/l x 1)2n w(?(x). (2.7)

k~O k=O

Proof The first half of (2.7) is a consequence of Lemma 2.2. The second
half was proved in [9] as Lemma 2.4.

LEMMA 2.4. There exist numbers C7 and Cs so that for every n > C7 and
every gE [-csqn , csqn] there exists a polynomial of degree n, rn(x) =
rn(wa, g; x) for which we have

rnCx) ~ 2wa(x)

rneg) = wa(g),

(2.8)

(2.9)
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(2.10)

Remark. Under more restrictive conditions with respect to Q this Lemma
was proved in [9] as Lemma 3.2.

Proof For I x 1 ~ qn we have by (1.1) and (1.2) using the fact that Q"
is even, Q"(x) ~ (1 + c1) Q"(qn) ~ (1 + Cl) co(Q'(qn)lqn) = (l + Cl) co(nlqn 2

);

the last step we obtained from (1.4). We infer that for I x I ~ qn and I g I~ qn

def
Q(x) ~ Q(g) + (x - g) Q'(g) + t(l + c1) co(nlqn2)(x - t)2 = Q(g) + 'Pix).

(2.11)

We observe that I g I ~ qn implies I Q'(~)I ~ Q'(qn) = nlqn . Thus we can
choose 1 > Cs > 0 so small that we have

I P,,(x) I ~ 1O-4n

Let v = [nI2] and
v

sv(u) = L: (urlr!),
r~O

(2.12)

(2.13)

thus for n > C7 (i.e., for large v)

t < e-Usv(u) < 2

By (2.11), (2.12), and (2.14)

(I u I ~ v/lO). (2.14)

oef
rn(x) = e-QWsv[ - Pix)] ~ 2e-Q

(X) (I x I ~ csqn , ! g! ~ csqn)'
(2.15)

Since Pig) = 0 and P/(g) = Q'(g) we see that rn(x) satisfies (2.9) and (2.10).
Moreover, (2.8) is implied by (2.15) and (1.3). Finally, as a consequence of
(2.13) and v = [nI2] we have rn E OJn . Q.E.D.

We consider now the sequence of orthonormal polynomials {Pn(wQ2; x)}
with respect to the weight WQ2.

LEMMA 2.5. We have, provided that Q satisfies the conditions stated in
the introduction, for every real gand every natural n

n-l

K"(WQ2; g) ~f L: [Pk(WQ2; X)]2 ~ c9(nlqn) w<lm. (2.16)
k~O

Remark. Equation (2.16) was proved in our lecture [9] under the
additional condition Q"(2t) > (1 + cn) Q"(t) (t > C12) and for the weights
(l + X2)13/2 e-x2

/
2 (fJ ~ 0) in our paper (5].
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Proof First let us assume that I g I ~ !csqn' We have by Lemma 2.1
as applied to the functional r/J(P) = pm

[Kn(wQ2; g)]-l = plfj~_l [P(g)]-2 f p2WQ2dx

Cs(jn

~ min [P(g)]-2 f p2WQ2dx
PE&'n-l -C8an

Csqn

~ ! P~~-l [PW]-2 LC8Qn (Prn)2 dx

f
C8Qn

= ! P~~l [(Prn)(g)]-2 -C8
Q

n (Prn)2 dx[wim2. (2.17)

In the last two steps we used (2.8) and (2.9). Since rp = Prn E&2n-l we obtain
from (2.18) and the transformation x = csqnf

esqn

[KnCWQ2; g)]-l ~ Q~2~-1 [rp(g)]-2 LC8Qn rp2 dX[WOW]2

= csqn 'I'~~~-l [rp(g/csqn)]-2 fl rp2 dX[W2W]2

~ Clo(qn/n)[wo(g)]2 (I g I ~ !csqn)' (2.18)

For the last step see, e.g., [2, Theorem 3.3, Chap. III]. This proves (2.16)
for IgI ~ !csqn and we know from Lemma 2.3 that it holds also for
I g I ;;?; eCaq2n, thus it holds by (1.5) for I g I ;;?; cllqn' We fill the gap
!csqn < IgI < cllqn as follows: In virtue of (1.5) we can find a sufficiently
great natural number r so that we will have qrn/qn > 2Cll/CS so that Ig[<
cllqn implies I g I < !csqrn and consequently, by (2.18) as applied to rn in
place ofn

Consequently, (2.16) is valid for every real g. Q.E.D.

Let us consider now the polynomials h(Wan ; x) and h'(Wan ; x) (see
Lemma 2.3).

We denote the coefficient of xk in Pk(Wan)' by Yk(WQn)' Let the zeros of
Pk(W~n) be in decreasing order Xvk (v = 1,2, , k) and the zeros of Pk'(w~n)
in decreasing order we denote by gp.k (fL = 1,2, , k - 1). It is well known that
all zeros XvI' are real and simple and they all are situated in the interval
of support (-qn , qn). By Rolle's theorem

(2.19)
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Since the weight WQn is even, P,oCWQn) is even for even k and odd for odd k.
Let k be odd and I x [ ~ 2qn , then by (2.19)

Pli/(W~n; x) = kYk(w~n) TI (x2
- g:,)

"/lk> 0

~ kYk(w~n) n (x2 - )(:+1,k)
O<Xp..+l.k<X1k

and by a similar argument the inequality

(x> 2qJ (2.20)

is valid also for even values k; thus it holds for every natural k.

LEMMA 2.6. We have for sufficiently great C12

n-l n-l

L [P7e'(wo2; gW ~ L [Pk'(W~n; g)j2 ~ C13WQ2(g) ([ g I > c12Qn)'
k~(} k~O (2.21)

Proof The first half of (2.21) we obtain by applying Lemma 2.2 with the
functional epl(f) = f'(g). The second half of (2.21) is a consequence of (2.20)
and (2.7). Q.E.D.

LEMMA 2.7. If Q satisfies the conditions stated in the introduction we have
for every real gand every natural n

d f n-l
Kn'(wQ2; t) ~ L [P7e'(wo2; g)]2 ~ c14(n/Qn)3[wo(t)1-2. (2.22)

'C~O

Proof By Lemmas 2.1 and 2.4

[Kn'(wo2; t)]-l = P1J1j~l [P'Wj-2 f p2 jj' 0
2dx

(2.23)

We set P(x) rn(x) = wQ(t) P(x). Clearly lJf E q;2n-l and by (2.10) and (2.9)
we have P'et) = P'(t) + Q'(t) pm·
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The last "min" expression in (2.23) is decreased if we allow for the
concurrence every polynomial of degree not exceeding 2n - 1 and not just
polynomials divisible by rn ; thus

[WQ(g)]-2[Kn'(WQ2; g)]-l ;? t 'f'~n [P'(t) + Q'(t) P(0]-2
2n-l

(2.24)

Combining it with (2.2) we see that the last minimum expression is of the
form An(Wn ; fg) where wn(x) = 1 for I x I :s;: csqn, wn(x) = 0 otherwise,
and fij) = f'(g) + Q'(g)f(g)· By Lemma 2.1 we infer from (2.24)

An elementary calculation shows that

where Pk is the kth degree Legendre polynomial. Standard estimates on Pk

and Pk ' (e.g., [1, Theorem 7.3.3 resp. Theorem 7.32.4]) show that for
I g I :s;: !csqn we have IPk(Wn ; g)1 :s;: c14q:;//2 and IPk'(Wn ; g)1 :s;: c15nq;;3/2.
Moreover, I g I :s;: !csqn < qn implies I Q'(g)1 :s;: njqn ; thus

(2.26)

Equations (2.25) and (2.26) together prove that (2.22) holds under the
assumption I g I < !csqn . As a consequence of Lemma 2.6, (2.22) is also
valid if I g I > c12qn . The gap corresponding to the values !csqn :s;: g :s;: c12qn
can be filled in by the same argument as that in the last part of the proof of
Lemma 2.5, i.e., replacing n by rn and taking r sufficiently large but
fixed. Q.E.D.

In concluding this section we mention that by virtue of Lemma 2.7 of
our lecture note [9], the leading coefficients yv(wQ) of PvCwQ) satisfy

(v = 1,2,...). (2.27)
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3. PROOF OF THE MARKOV-BERNSTEIN-TYPE INEQUALITY
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Letfbe a measurable function for which 11'0 If I is essentially bounded, Le.,
Ilwofil < 00. Thus we can expandfin the series

with

00

f(x) "-' L avCw02;f) plJ,i' 02; x)
v=o

(3.1)

(v = 0, 1, ...). (3.2)

We denote the sum of the first m terms of (3.1) by sm(wQ2;f; x). We have

where in consequence of the Christoffel-Darboux formula (see e.g., [1] or [2])

m-I

Xm(wQ2; x, t) = L pl'rt'02; X)pvCWQ2; t)
v=o

_ Ym_I(W02) . Pm(W02; X)Pm_l(wQ2; t) - Pm_l(wQ2; x)Pm(wQ2, t)
- Y~w~ x-t

By differentiation we obtain

(3.4)

with

X(I,ol(w 2. x t)m n Q, ,

m-I

= L pv'(W02
; x) Pv(wi; t)

v=o

= Ym_I(WQ2) [Pm'(WQ2; X)Pm-l(wi; t) - P;"_I(W02; X)Pm(WQ2; t)
~~~ x-t

_ Pm(WQ2; X)Pm_I(W02; t) - Pm_I(W02
; X)Pm(WQ2; t)] (3.6)

(x - t)2 .

THEOREM 3.1. We have as a consequence of(2.16), (2.22), and (2.27)

n

(lIn) L 1 sm'(w02;f; x)ll1'o(x) ~ clg(nlqn) [I wofll· (3.7)
m~l
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Proof Let In = [x - (qn/n), X + (qn/n)], In = (- 00, oo)-In ,

i.e., I = II + f2 , and consequently

The estimate of the first term is simple: Taking m :::;;; n and Lemma 2.7 in
consideration,

x+(qn fn )
! sm'(wo2;fl ; x)! = f j(t) K~,O)(W02; X, t) WQ2(t) dt

x-(q,,!n)

:::;;; II wofll ·12(qn/n) J[K,~·O)(W02; X, t)]2 wo2(t) dtrf2

= 12(qn/n) ~: [p/(WQ2; X)]2rf211 wofll

:::;;; cI9(n/qn) II wofll [WoCX)]-l. (3.10)

In order to estimate the contribution of the sm(wQ2;f2 ; x) we introduce the
auxiliary functions

g;: (t) = 12(t) .
n X - t' (3.11)

By Bessel's inequality the coefficients of the orthogonal expansion (3.1) of
~n resp. ~n satisfy, in consequence of (3.8) and (3.11),

resp.

~o [am(wo2; ~n)]2 :::;;; [II wofll]2 t (x ~ t)4 = ~ (;J3

[II wolllJ2. (3.13)

Following an idea of T. Carleman (see [2]), we have by (3.5) and (3.6)

s '(w 2'1; . x) - Ym_l(WQ2) {p '(W 2. x) a (w 2. $')
m 0, 2' - Ym(W02) m Q, m-l Q, n

- P:n_l(W02; x) Om(WQ2; ~n) - Pm(WQ2; x) am_1(W02; ~n)

+ Pm_l(W02; x) Om(WQ2; ~n)}' (3.14)
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Consequently by (2.27),

! f I sm'(wQ2;j~ ; x)1
n I

~ 2CI7 ~; I {! Pm'(wQ2; x)! I am_bvQ2; §n)!
'J'n=l

31

+ I P;"_I(WQ2; x)11 amCwQ2; §n)! + I PmCwQ2; x)! [ am_ICwQ2; gr'n)i

+ !Pm_ICV.'Q2; x)1 ! am(wQ2; gr'n)!}

\(n )1 /2(0£ )1/9~ 4CI7 q; I ~ [Pm'(WQ2; x)]2 ~ [am(WQ2; ~)]2 "

(

n )1/2(W. )1/2/+ ~ [Pm(WQ2; X)]2 ~ [amCWQ2; gr'n)]2 \.

Inserting in the last expression the estimates (2.22) and (3.12), resp. (2.16)
and (3.13), we obtain

~ f I sm'(wQ2; f~ ; x)1 ~ C20 qn I! wQfl! [WQ(X)]-I.
1 n

We see from (3.9), (3.10), and (3.15) that (3.7) holds true.

(3.15)

Q.E.D.

THEOREM 3.2. Under the conditions of Theorem 3.1 we have for every
PnEg;n

(3.16)

Remark. We have proved in Lemma 2.5, Lemma 2.7 resp. concerning
(2.27) in [9] that our assumptions (2.16), (2.22), and (2.27) are satisfied
provided that Q is convex twice differentiable Q'((0) = 00 and it satisfies (1.1)
and (1.2). It follows that Theorem 1.1 is implied by Theorem 3.2. In turn our
assumptions do hold also for weights which are more general.

Proof of Theorem 3.2. In consequence of the evident relation
sm(wQ2; Pn ; x) = Pn(x) (m = n + 1, n + 2,...), valid for every m > nand
every PnEg;n , the shifted de la Vallee Poussin means

2n
vnCwQ2;f; x) = (l/n) I Sm(wQ2; Pn ; x)

n+l

(3.17)

satisfy

and

(3.18a)

(3.18b)
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Thus by (3.18b), (3.17), and Theorem 3.1 for every Pn E f!JJn

wQ(x) I Pn'(X) I = I(lin) I Sm'(wQ2; Pn ; x) IWQ(X)
n+l

2n
~ 2(l/2n) I I Sm'(wQ2; Pn ; x)1 WQ(X)

1

~ 2c1sC2nlq2n) II WQPn II ~ 4c1S(nlqn) II WQPn 1[·

Thus II wQPn' II ~ 4c1S(nlqn) II WQPn II· Q.E.D.

In concluding this section let us observe that (3.16) and (2.16) together
imply (2.22), which in tum was used to prove (3.16). Indeed it follows from
(2.16) by Schwartz's inequality that the expression

n-l

KnCWQ2; x; y) = I pvCWQ2; x) pv(WQ2; y),
o

which is a polynomial of degree n in x for y fixed and vice versa, satisfies

(3.19)

We apply to (3.19) r-times the inequality (3.16) with respect to the variable
x and r-times with respect to the variable y and infer that the expressions

n-l

K;;,r)(wQ2; x, y) = I p~r)(wQ2; x) p~r)(wQ2; y) (3.20)
o

satisfy the inequalities

I K:,r)(wQ2; x, Y)I wQ(x) wQ(Y) ~ C9(4C1S)2r(njqn)2r+1. (3.21)

By setting x = y we get

n-l

I [p~r)(wQ2; X)]2 ~ cgeC21r(nlqn)2r+1[wQ(x)f2. (3.22)
o

Clearly, (2.16) is the special case r = 1 of (3.22). Note that we proved the
validity of (3.22) under the conditions (2.16), (2.22), and (2.27) which are
satisfied under our assumptions concerning Q formulated in the Introduction.

4. ON SIMULTANEOUS ApPROXIMATION

We start this section by compiling some earlier results which we are going
to apply.
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LEMMA 4.1. The partial sums sm(wQ2;f; x) of the orthogonal expansion
(3.1) satisfy

n

(lIn) I :snl,vQ2;f; x)1 wQ(x) ~ c2111 wQfil
1)1.=1

(-00 < x < (0). (4.1)

(4.4)

Proof This is a consequence of (2.16) and (2.27) and is proved along the
lines of the proof of Theorem 3.1; see [9, Theorem 4.1].

By virtue of Lemma 4.1 the shifted de la Vallee Poussin means (3.17) has
the property that

2n
II Vn(wQ2;j) wQ I: ~ 2(1/2n) I I sm(wQ2;f; x)1 WQ(X) ~ 2c21 :1 (4.2)

1

Let

En(WQ;1) ~f )pJn11(/ - P) wQ Ii.

and Pn E f!lJ be such that

11(/ - Pn)wo II ~ 2En(WQ ;f).

By (3.18a) we obtain from (4.2) and (4.3)

II[f - vn(wQ2;j)]wQ]11 ~ 11(/ - Pn)wo II + II vn(wo2;f - Pn)wQ II (4.5)

~ (1 + 2C21) 11(/ - Pn)wQ II ~ 2(1 + 2C21) En(WO ;f).

In the rest of this section we assume that

Q'(2x)/Q'(x) > 1 + C22 (X> cd. (4.6)

Let us observe that (4.6) does hold under the condition that

x(Q"(x))/(Q'(x)) > C24 (x > C23). (4.7)

LEMMA 4.2. If Q satisfies (4.6) besides all the conditions stated in the
Introduction then

An (Ji'Q2; g) ~f [Kn(wQ2; t)]-l ~ C25(qn/n) WQ2(t)

This was proved in [10].
For an f satisfying wofE Y we set

E~)(WQ;j) ~f )pJn Jif - P I WQ dt. (4.9)

LEMMA 4.3. Let! be of bounded variation in every finite interval then we
have under the same conditions as in Lemma 4.2

(4.10)
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This is obtained by combining results of our paper [8, Theorems 2.2 and 3.1]
with Lemma 4.2.

By LIn we denote the set of functions g which satisfy II WQ g II < 00 and
which are orthogonal to f?iJ n with respect to the weight WQ2, i.e.,

I gPnwQ2dt = °
LEMMA 4.4. We have

(4.11)

II WQ(X) f' g(t) dt II ~ C27(qn/n) II gWQ II

Proof (See [9, Lemma 5.4].) Letting

(4.12)

cP.,(t) = wQ
2(t)

=0

we have for arbitrary Pn E f?iJ n

(t E [0, xl),

(t ¢ [0, xl),

Irget) dt I = IL: get) cP.,(t) WQ2(t) dt I

= It: g(t) [cP.,(t) - Pn(t)] wQ2(t)dt I
~ II gw Q II E~)('w Q ; cP.,), (4.13)

and by virtue of Lemma 4.3

E~)(WQ; cP.,) ~ C2s(qn/n) WQ\X)' (4.14)

Q.E.D.

LEMMA 4.5. Let fF be absolutely continuous and!1 fF'wQ II < 00. Then the
polynomial

Vn(wQ2; fF; x) = fF(O) +r VnCWQ2; fF'; t) dt E f?iJn (4.15)
o

satisfies

Proof In consequence of (3.17), fF' - Vn(wQ2; fF') E LIn. Consequently,
by virtue of Lemma 4.4,

II wQ[fF - Vn(wQ2; fF)]![ = II WQ(X)r [fF'(t) - VnCWQ2; fF'; t)] dt II

~ c27Cqn/n) II wQ[fF' - Vn(WQ2; fF')]11
~ C29(qn/n) En(WQ ; fF'). Q.E.D.
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LEMMA 4.6. We have

35

(4.17)

Proof We proved this lemma under additional restrictions on Q in [9]
(as Lemma 6.1). The proof is the same: Lemma 4.5 implies

(4.18)

and we replace in (4.18) :II'" by:}>' - Pn - l , where P n - l E: f!JJn-l satisfies
I: wo(.~' - Pn-l)il ::(; 2En _l(WQ ; :}>').

THEOREM 4.1. We assume that Qsatisfies the conditions of the Introduction
and also satisfies (4.2); let:}> be continuously differentiable and let Pn E:

such that

(4.19)

Then

Remark. If YJn < aEn(W 0 ; :}» we have by (4.20) and (4.17)

I: wo(:}>' - Pn')!1 ::(; ac2S(n/qn) En(Wo ;:}» + C29En+l(WO ; .~')

::(; (ac2Sc26 + c2S) En-l(WQ ; :}>');

(4.20)

(4.21)

i.e., the derived sequence of a sequence which is good approximating to :}>
with the weight W o is again a good approximating sequence to .~' with the
same weight.

Proof of Theorem 4.1. In consequence of (4.16) and (4.19)

thus by virtue of Theorem 3.2

I: wo[Vn'(wo2; .~) - Pn'lll = II wo[vn(w o2; :}>') - Pn'lll

::(; 4clS(n/qn)[Y]n + C29(qn/n) En(Wo ; :}>')].

Finally, by (4.5)

(4.22)

(4.23)

Ii woe:}>' - Pn')11 ::(; II W o[:)>' - Vn(Wo ; :}>')Ii + II Wo[Vn(Wo2; :}>') - Pn

::(; rClS(n/qn)Y]n + [4c2SC29 + 2(1 + 2C2l)] "n(Wo ; ,~').

(4.24)

Q.E.D.
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5. ON THE ZEROS OF ORTHOGONAL POLYNOMIALS

THEOREM 5.1. By a proper choice of the positive numbers C30 , C31 ' C32
every pair of consecutive zeros Xrn and Xr+l,n of pnCWQ2; x) which are situated
in [-c30qn , c30Qn] satisfies

(5.1)

Proof The second part of the inequality (5.1) was proved in [10]. We
can assume without loss of generality that C30 < 1. The proof of the first part
runs as follows: By the Christoffel-Darboux formula we have, taking in
consideration that Pn(wQ2; xrn) = 0:

def n-l

Kn(wQ2; Xrn ; x) = L Pv(WQ2; xrn) pvCWQ2; x)
v~O

Yn-l(wi) Pn_l(wQ2; x rn)Pn(wQ2; x)
ynCWQ2) X - X rn

We infer from (5.2) that

By [10, Theorem 3.1] we have

In turn, by Lemmas 2.5 and 2.7 we have for every x E ( - 00, 00)

(5.2)

(5.3)

(5.4)

l(djdx){Kn(wQ2; Xrn ' X)} [ = Inf pvCWQ2; x rn) pv'(WQ2; x) I
v=o

~ l~: [Pv(WQ2; x rn)]2 . ~: [Pv'(WQ2; Xrn)]2r/
2

~ C3injqn)2[w Q(xrn) WQ(X)]-l. (5.5)

Now let x E [xr+l , xrn]; thus by the already established right-hand side of
inequality (5.1) 0 < Xrn - X < C32(qnjn). Hence

I Q(xrn) - Q(X) [ ~ cdqnjn) . Q'(c30qn) ~ C32(qnjn) Q'(qn) = C32

so that
[WQ(X)]-l ~ C35[WQ(Xrn)]-1

From (5.5) and (5.6)

l(djdx){Kn(wQ2; Xrn ; X)} I ~ c3injqn)2[wQ(xrn)]-2

(5.6)

(x E [xr+l,n , xrn]).
(5.7)
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By (5.3), (5.4), and (5.7) we have
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Q.E.D.

Note Added in Proof We extended inequality (1.5) to ;;f.-norms and applied it to the
weighted polynomial approximation in "Approximation Theory II" (G. G. Lorentz,
C. K. Chui, and L. L. Shumaker, Eds.), pp. 369-377, Academic Press, 1976.
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